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Abstract of the contribution: This contribution proposes adding several key issues on: C-plane, U-plane, migration and service continuity aspects.
1
Introduction
(The introduction text borrows from S2-153385 presented in SA2#111.)

It is expected that the next generation system architecture will have “native” support for Network Function Virtualisation (NFV) and Software Defined Networking (SDN). The NFV/SDN architecture has intrinsic scalability benefits due to the separation of C-plane and U-plane functionalities, allowing them to scale separately.

While NFV/SDN techniques are applicable to the existing EPC, there are certain control and user plane aspects of the EPC that may need to be revisited to facilitate the C/U-plane split and improve the scalability of the user plane.

-
EPS bearer and “bearer binding” concept: If the new system is to be designed from scratch, it is questionable why there is a need for per-bearer state throughout the system (Uu bearer, S1-U bearer, S5 bearer). The network U-plane interfaces (like S1-U, S5-U) could evolve in a similar direction as the PMIP-based S5 i.e. they should focus on the traffic backhauling function towards an IP anchor. Any prioritisation in the backhaul (if needed at all, given the increasing use of fibre in the transport network) could be done on per-packet basis. With the use of S5-PMIP the “bearer binding” function was moved from PGW to SGW. It is questionable why the “bearer binding” function shouldn’t be moved further into the eNB, resulting in one “big fat pipe” per UE (or per PDN connection) on S1-U.

-
QoS concept: QoS is currently associated with the EPS bearer (and, also, with the Radio Bearer). It is questionable why IP flows requiring the same QoS, but belonging to different PDN connections should use different EPS and RB bearers, given that the IP address could be used to discriminate between the two. It is questionable why IP flows (both GBR and non-GBR) using unacknowledged mode RLC over radio should be segregated in distinct RB pipes and why UE needs to go through an intermediate step of “Prioritised Bit Rate + RB priority”-based scheduling instead of scheduling packets at IP layer, using per-flow QoS information.

-
PDN connection concept: The PDN connection today is always associated with one IP address/ prefix and is always requested by UE. It is questionable why a PDN connection should not be able to support multiple IPv6 prefixes on the same PDN connection (note that it is a basic IPv6 functionality to have multiple IPv6 prefixes associated with the same layer-2 interface) and why the network would not be able to initiate a PDN connection (which may be as simple as adding a new IPv6 prefix on an existing PDN connection). One can easily see the potential benefits of such a network-initiated PDN connection in the context of SIPTO or Mobile Edge Computing (MEC).

-
Service continuity concept: Service continuity in EPS was often considered synonymous with IP address preservation. However, an increasing number of applications and/or transport protocols are able to survive an IP address change (e.g. peer-to-peer SIP-based applications, HTTP-based adaptive streaming, Multi-Path TCP, etc.). By exploiting this fact the new system architecture could allow for coordinated relocation of the IP anchor, so that it always remains close to the UE current location. This in turn would contribute to better scalability due to traffic offload from 3GPP defined nodes onto an IP routed architecture. The e2e delay would also be reduced due to increased use of IP routing instead of layer-2 tunnelling hairpins.

-
NAS Session Management: this is a consequence of the previous. If the bearer, QoS or PDN connection evolve significantly, NAS session management will be impacted. We think that even the location of the NAS SM termination (RAN vs CN) is worth revisiting.
-
Regarding the expected “signalling storm” caused by Massive MTC devices it is worth revisiting the UE mobility states for “5G” by e.g. consider re-introduction of URA_PCH state types (which is perceived as connected mode from EPC perspective) and UE-based mobility mechanisms (e.g. Cell Update) which existed in 3G/UMTS and are also occasionally being re-discussed as part of MTC/CIoT-related work items. The re-introduction of URA_PCH and/or Cell Update (possibly adapted to the distributed architecture of the future “5G” RAN) should help reducing the signalling burden in both the RAN and the EPC.

2
Proposal
It is proposed to add the following Key Issues to TR 23.xyz “Study on Architecture for Next Generation System”.
* * * Start of changes * * * *

5
Key Issues and Solutions

5.w
Key issue on User plane aspects in the 3GPP next generation system architecture

Editor's Note: This clause will identify key architectural issues and the corresponding candidate solutions during the design of the next generation system architecture.
5.w.1
Description

It is expected that the next generation system architecture will have “native” support for Network Function Virtualisation (NFV) and Software Defined Networking (SDN). The NFV/SDN architecture has intrinsic scalability benefits due to the separation of C-plane and U-plane functionalities, allowing them to scale separately.

While NFV/SDN techniques are applicable to the existing EPC, there are certain user plane aspects of the EPC that may need to be revisited to facilitate the C/U-plane split and improve the overall user plane scalability.

Solutions for this key issue will study the following items (non-exhaustive list):

-
EPS bearer model: what is the bearer model, is there any need for bearers, location of the bearer binding function (if any).
-
QoS model: how is QoS handled on each reference point: per packet, per flow, per bearer.

-
PDN connection model: a p2p link (or a set of p2p links) between UE and default router associated with a single IP prefix, a p2p link between UE and default router associated with multiple IP prefixes, location of the default router in the network.

-
User plane node functionality: IP anchor, tunnel cross-connect, default router, buffering for Idle mode, etc.

-
User plane nodes cardinality: how many user plane nodes in the Core Network, any need for a mandatory user plane node (similar to SGW) where all PDN connections converge.

-
Tunnelling: single tunnelling option (e.g. GTP-U) or support for multiple tunnelling options.

-
...
5.w
Key issue on Control plane aspects in the 3GPP next generation system architecture

Editor's Note: This clause will identify key architectural issues and the corresponding candidate solutions during the design of the next generation system architecture.
5.w.1
Description

It is expected that the next generation system architecture will have “native” support for Network Function Virtualisation (NFV) and Software Defined Networking (SDN). The NFV/SDN architecture has intrinsic scalability benefits due to the separation of C-plane and U-plane functionalities, allowing them to scale separately.

In contrast to the user plane functions that often have geographical dependency (e.g. the user plane node hosting the IP anchor function), the control plane functions are well suited for “cloudification” i.e. merger into a control plane cloud that may reside in a centralised location. As a result, the standardization focus may shift from some of the “horizontal” C-plane interfaces (e.g. S11, S5-C, but also Gx) towards the new “vertical” C-plane interfaces connecting the C-plane cloud with the U-plane nodes.

Apart from the “vertical” reference points the C-plane cloud will need to exhibit other open interfaces e.g. towards the radio access networks (the “New S1-C”), roaming partners or 3rd party service providers.

Solutions for this key issue will study the following items (non-exhaustive list):

-
Reference points: Identify reference points for main standardisation focus.
-
CN-RAN functional split: revisit the existing CN-RAN functional split and identify changes due to user plane evolutions, access agnosticism, etc.

-
UE mobility states: study the need for any intermediate UE mobility states between Idle and Connected (e.g. similar to URA_PCH or Cell_FACH) and related procedures to address the signalling volumes caused by Massive MTC use cases.

-
Requirements defined in TR 22.891 or its spin-offs, as well as in normative Stage 1 specifications (when available).
-
...

5.y
Key issue on Migration aspects in the 3GPP next generation system architecture

Editor's Note: This clause will identify key architectural issues and the corresponding candidate solutions during the design of the next generation system architecture.
5.y.1
Description

There seems to be general consensus that the next generation RAT will be defined by RAN groups in two phases (Phase 1 and Phase 2) in two consecutive 3GPP releases (Rel-15 and Rel-16).

Solutions for this key issue will study the following items (non-exhaustive list):

-
Relation with RAN phasing: identify CN architecture enablers for efficient support of the phased introduction of UE populations (Phase 1 and Phase 2 UEs).

-
Interworking with legacy EPS: support of legacy (pre-Rel-15) UEs, interworking with roaming partners that have not yet migrated to the next generation system, etc.

-
...

5.z
Key issue on Service continuity in the 3GPP next generation system architecture

Editor's Note: This clause will identify key architectural issues and the corresponding candidate solutions during the design of the next generation system architecture.
5.z.1
Description

Service continuity in EPS was often considered synonymous with IP address preservation. However, an increasing number of applications and/or transport protocols are able to survive an IP address change (e.g. peer-to-peer SIP-based applications, HTTP-based adaptive streaming, Multi-Path TCP, etc.). By exploiting this fact the new system architecture could allow for coordinated relocation of the IP anchor, so that it always remains close to the UE current location. This in turn should contribute to better scalability due to traffic offload from the 3GPP defined infrastructure onto IP networks. The e2e delay should also be reduced due to increased use of direct IP routes instead of tunnelling hairpins.
For services that cannot survive an IP address change the 3GPP system should also provide service continuity by IP address preservation.
According to TR 22.891 the 3GPP system shall enable operators to define different levels of mobility support for different UEs. Mobility support consists of providing none, any one or any combination of the following:

-
minimising packet loss during inter- and/or intra-RAT cell changes.
-
maintaining the same IP address assigned to a UE across different cells.
-
minimising interruption time until a UE can continue to communicate with a potentially different IP address (in case the same IP address is not maintained during a mobility event).

While all three levels of mobility should be supported in the new system architecture, the focus of this key issue is on the last item.
Solutions for this key issue will study the following items (non-exhaustive list):

-
Service continuity solutions allowing a change of the IP anchoring point for a UE with minimal impact on the user experience as defined in TR 22.891, in TR “Feasibility Study on New Services and Markets Technology Enablers - Network Operation” and in normative Stage 1 specifications (when available).
-
...

* * * End of Changes * * * *
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